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Abstract
A basic notion of transparency in automated systems design is the need to support user tracking and understanding of 
system states. Many usability principles for complex systems design implicitly target the concept of transparency. In this 
study, we made comparison of a “baseline” control interface mimicking an existing available UAV ground control station 
with an “enhanced” interface designed with improved functional transparency and usability, and a “degraded” interface 
which removed important design features. Each participant was extensively trained in the use of one of the interfaces and all 
simulated UAV control tasks. Each participant was tested in four trials of a typical military concept of UAV operation with 
different mission maps and vehicle speeds. Results revealed participants using the enhanced interface to produce significantly 
faster task completion times and greater accuracy across all UAV control tasks. The enhanced features were also found to 
promote operator understanding of the system and mitigate workload. By defining and setting automation transparency as 
an overarching design objective and identifying specific transparency and usability issues within existing GCS designs, we 
weress able to design and prototype an enhanced interface that more effectively supported human-automation interaction. 
Automation transparency as a high-level design objective may be useful for expert designers; whereas, usability design 
guidelines, as “building blocks” to transparency, may be a useful tool for new system designers.

Keywords Functional transparency · Usability · Unmanned aerial vehicles · Supervisory control · Interface design

1 Introduction

In a report from the Air Force Research Laboratory in 2009, 
it was observed that Unmanned aerial vehicle (UAV) acci-
dents had a substantially higher rate of occurrence as com-
pared to general Air Force aviation mishaps [1]. Although 
riskier missions may have contributed to the higher incident 
rate for UAVs, the literature suggests that approximately 
60% of UAV accidents have been attributed to human factors 

issues in vehicle control [2, 3] and 30% of accidents have 
been specifically associated with designs of interface tech-
nology [4]. This situation is concerning because UAV appli-
cations are expanding from military uses (e.g., information 
collection, precision strikes) to more civilian uses (e.g., law 
enforcement, first response, package delivery). Furthermore, 
billions of dollars have already been invested in research 
efforts to improve UAVs in terms of hardware, software, and 
human-system interactions [5].

In general, as “unmanned” systems become more autono-
mous, control interfaces are used more for monitoring and 
diagnosing of system faults, and less for direct manipula-
tion [6]. The trend of increasing level of automation (LOA) 
has also raised several issues in unmanned systems interface 
design. UAV operators have complained of a lack of feed-
back on control inputs and difficulty in detecting and cor-
recting errors [7, 8]. This situation is problematic because 
pilots and payload controllers require a substantial amount 
of information from vehicles, sensors and other observers 
in order to ensure the health and welfare of a UAV and to 
achieve mission goals. However, human operators have a 
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finite capacity for information processing. This limitation is 
manifested when the operators are under workload, which is 
impacted by display content and configuration. Other UAV 
operator complaints documented in the literature include 
lack of display design consistency and non-intuitive sym-
bology and visually fatiguing use of color [2, 9, 10]. Given 
the above issues, ensuring that the “right” information is 
available for operators for specific tasks, and that it is pre-
sented in a clear and consistent manner, is critical to mission 
success.

1.1  The Concept of Automation Transparency

Historical human factors research has [11, 11] identified 
several challenges in the context of human interaction with 
automated agents, including understanding the current 
system state, comprehending its reasons for behavior, and 
projecting the next system behavior. Similarly, Selkowitz 
et al. [12] contended that it is critical for human operators 
to have an accurate understanding of an agent’s actions, 
operating environment, reasoning, projections and states of 
uncertainty to effectively exploit system functionality. This 
contention has been identified as the concept of automation 
transparency and is garnering more and more attention as 
some unmanned systems approach autonomous operation 
in certain environments.

Related to Selkowitz et al. [12] work, Chen et al. [13] 
proposed a model of agent transparency to support operator 
situation awareness (SA) of a mission environment through 
the agent. In Chen’s model, which is known as the SA-based 
Agent Transparency (SAT) model, transparency is defined 
as a descriptive quality of an interface, based on its capabili-
ties to afford a user comprehension of an intelligent agent’s 
intent, performance, future plans, and reasoning process in 
context. Chen et al. [13] suggested that automated agent 
interfaces should present three levels of information. Level 
1 transparency provides basic details about the agent or the 
task, such as current system status and route information. 
Level 2 information entails reasoning and can be conveyed 
through a representation of resource limitations, constraints/
affordances, feasibility, risk, and trade-offs between alterna-
tives to help an operator make good decisions for a mission. 
Level 3 information provides the operator with an under-
standing of the expected outcomes, such as time-to-complete 
objectives and the probability of success for certain goals.

1.2  Design Guidelines for Transparency

With a focus on the need for transparency, a number of stud-
ies have formulated general design guidelines for “automa-
tion presentation”. Lyons [14] suggested that automation 
should provide rationales for courses of action so a human 
knows why a system is doing what it is doing. Others have 

suggested that operators should be provided with guidance 
on different modes of system operation and decision making 
in real-time [15]. Still other concepts of automation transpar-
ency are very specific and focus on a need to support user 
trust in a system and to realize appropriate trust calibration 
through various types of display cues [16]. Associated rec-
ommendations have included identifying and highlighting 
automation errors during operation [17] or presenting uncer-
tainty, such as confidence levels in specific system states and 
predicted outcomes Chen et al. [13].

Kilgore and Voshell [18] made explicit suggestions on 
improving transparency in unmanned systems within the 
framework of ecological design. One recommendation was 
to increase the perceptual availability of task-critical infor-
mation by presenting key system variables that affect auto-
mated outcomes, or coding map features using visual cues 
such as shape, size, and opacity. Another recommendation 
was to present information in context. For example, health-
and-status values should be provided against the frame of 
expected values or nominal ranges. The third recommen-
dation was to manage operator attention. Display figures 
should automatically direct an operator’s attention to critical 
system process information and cause less critical informa-
tion to recede into the background.

Selkowitz et al. [12] also summarized display design tech-
niques that are best suited for presenting autonomous system 
state information to support transparency in communication 
interfaces. In general, these techniques included ecological 
interface design, integrated displays, and pre-attentive cuing. 
Some specific examples included the use of metaphor-based 
presentations of information, integration of multiple pieces 
of information into a single icon (like glyphs), and use of 
shading, color, or size coding to promote effortless and quick 
processing of information. The authors also conducted a few 
experiments to test the effectiveness of these techniques for 
supporting transparency [19, 20]. Overall, the identified 
features were found to be helpful for improving transpar-
ency, aiding operators in system monitoring, maintaining a 
high level of operator situation awareness, gaining operator 
trust, and improving operator performance without a cost of 
increased workload. Similar findings have also been reported 
by other studies [21–23].

Although not made explicit, most of the above recom-
mendations for automation transparency use two mecha-
nisms, including implementing functionalities that are 
designed to promote transparency and improving usability 
of an interface. Here we provide a few examples, to dem-
onstrate that these two mechanism are not independent in 
practice. The first example comes from Study 1 of Selkow-
itz et al. [12]. The autonomous robot display used green 
triangles to indicate beneficial terrains and red circles to 
mark ambush hazards. This interface required the robot 
to be equipped with a function for detecting surrounding 
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terrain and analyzing its beneficial vs. hazardous nature. 
This functionality was designed to promote transparency 
and was also accompanied with usability by appropriately 
color-coding terrain information to help the operator pro-
cess complex information. The second example comes 
from the ecological fuel management display recom-
mended by Kilgore and Voshell [18]. Their fuel manage-
ment display depicted fuel consumption for a mission in 
the context of overall fuel capacity. The overall capac-
ity measure was dependent on the amount of currently 
available fuel, anticipated fuel reserves, and the minimum 
amount of remaining reserve fuel to ensure mission safety. 
This fuel management tool required extensive develop-
ment of complex computing and analysis functionalities. 
In addition, the fuel management display was designed 
with usability, including appropriate use of color and 
shapes to represent the various aspects of the overall sys-
tem capacity.

In summary, implementing additional functions (e.g., 
pre-attentive cueing on dynamic parameters and/or poten-
tial system outcomes) can improve automation transpar-
ency by aiding operators with system comprehension 
and future state projection. On the other hand, improving 
interface usability allows operators to effectively perceive 
information with less time and effort.

1.3  Research Motivation

Based on a brief survey of the literature, a number of stud-
ies have investigated UAV interface design and implica-
tions. Some studies have looked at the number of UAVs 
that can be controlled by an operator at any one time 
[24–26]. Other studies have manipulated interface fea-
tures in attempts to better support operator capabilities 
to manage multiple UAVs simultaneously [4]. However, 
many of these investigations have been limited in focus to 
the type of cameras, depth cues, and multi-modal displays 
integrated in system designs. Few studies have conducted 
in-depth examinations of automation transparency in UAV 
interface design. A literature review by Prewett [27] also 
indicated a lack of studies investigating what information 
components to present in UAV displays and how to organ-
ize information for optimal visual presentation.

The present research made use of automation inter-
face design recommendations, presented across several of 
these studies, to further investigate the utility of functional 
transparency and usability features in UAV supervisory 
control interfaces. Given the relatively high and persistent 
accident rates with such systems, we consider it necessary 
for the human factors research community to validate prin-
ciples for transparency in unmanned system interfaces and 
to support “enhanced” design of control interfaces for safe 

mission performance. In general, we expected that inter-
faces with functions designed for promoting transparency 
and enhanced usability would improve operator situation 
awareness, their performance on generic UAV tasks, and 
reduce operator workload. On the other hand, interfaces 
lacking such features were expected to be detrimental to 
user performance and workload responses.

2  Method

A simulator-based experiment was conducted to assess the 
above expectations implementing functional transparency 
and usability design guidelines in UAV control interface 
design. The study was designed to provide further evidence 
of the utility of specific design principles for supporting per-
formance and moderating operator workload.

2.1  Participants

Forty-eight (48) participants (25 male, 23 females; age: 
24.8 ± 3.9) were recruited from the NC State University 
campus population and surrounding community. All par-
ticipants were required to: (1) have 20/20 or corrected vision 
and no color-impairment due to the study requirement for 
visual perception of colored objects/text on a display screen; 
(2) have general familiarity with the use of computers, as the 
study involved using an interface simulation presented on a 
desktop/laptop computer; and (3) have no experience with 
UAV supervisory control operations so as not to bias perfor-
mance in the simulated control tasks. (All participants were 
provided with extensive training on a UAV control interface 
and in common vehicle control tasks. More information will 
be provided in Sect. 2.7.)

2.2  Tasks and Apparatus

During the experiment, participants completed a simulated 
UAV surveillance mission involving tasks representative of 
real-world fundamental control operations. Interface com-
plexity and related hardware control varies based on UAV 
scale. Peschel and Murphy [28] classified UAV systems into 
four different categories, including micro, small, medium 
altitude long endurance (MALE), and high altitude long 
endurance (HALE). MALE and HALE UASs tend to be 
software-based (e.g., menus, point-and-click, touch, etc.), 
while the micro and small interfaces tend to be hardware-
based (e.g., joystick, buttons, toggle switches, etc.) [28]. 
Despite reservations with a taxonomy of vehicles based on 
relative size classifications not being a crisp design refer-
ence, in order to investigate the effect of automation trans-
parency in sophisticated automated systems, we created 
prototypes (using Just in Mind, San Francisco, USA) for a 
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software-based UAV interface. The basic prototype interface 
design was referenced from a commercially available UAV 
ground control station (GCS) software, the Mission Plan-
ner (MP) by the ArduPilot Development Team. The Mis-
sion Planner interface was used as a reference because it 
includes most UAV interface components described in the 
current interface research [29–36]. Other commercial UAV 
interfaces typically use much simpler interface designs and 
focus on the camera view. A range of interface features were 
manipulated in prototypes for this study.

A surveillance mission scenario was designed for this 
experiment. This mission scenario was drafted by a mili-
tary officer with extensive experience in authoring UAV 
mission orders with the objective of representing generic 
operation tasks. The tasks were also selected so that as many 
of the UAV interface components were used in support of 
the mission. Each mission consists of five tasks, including 
determining coordinates of specified objects of interest on 
a navigation display (i.e., coordinate task), determining the 
distance between two objects (i.e., distance estimation task), 
handling in-flight alerts and alarms (i.e., alarm fix task), pri-
oritizing in-flight alerts and alarms (i.e., alarm prioritization 
task), and monitoring system status parameters and report 
anomalies (i.e., parameter warning detection task). The order 
of these tasks in each mission was arbitrary but the tasks 
were more or less evenly distributed across the timeline of 
each mission. The alarm messages presented in the alarm fix 
task, and the actions for resolution, are presented in Table 1. 
In each alarm fix task, only one alarm was presented and the 
participants were asked to choose the correct response action 
among all possible actions listed in Table 1. The alarm mes-
sages used in the alarm prioritization task and their priority 
levels are presented in Table 2. In each alarm prioritization 
task, three alarms, including one from each priority level, 
were presented. Participants were asked to report the cor-
rect priority level for each alarm. These alarm examples 
were selected to simulate common alarms in aviation while 

simplifying their priorities and solutions to avoid the need 
for extensive training as part of the experiment.

Participants performed these tasks using design variations 
on the MP interface as presented on a standard computer 
monitor (Fig. 1). They were also provided with a mission 
description document that presented an overview of the 
vehicle trajectory as part of the mission. This document also 
outlined the “scheme of maneuver” for the vehicle, which 
listed operator control tasks for achieving the mission goals. 
This mission description remained viewable for participants 
throughout experiment trials and was frequently used for 
recalling tasks (also see Fig. 1).

In addition to the “scheme of maneuver” tasks, partici-
pants were posed with dynamic knowledge queries (DKQ) 
during the test trials that required them to answer questions 
based on the current status of the vehicle or mission sce-
nario. The DKQs were designed to test participant knowl-
edge of basic information about the UAV interface and 

Table 1  Alarms used in Alarm Fix task

Alarms Actions to fix alarm

Excessive rate of descent Slow descent
Crash imminent Pull up
Engine fire Extinguish
Abort takeoff Abort
Landing gear malfunction Reset gear
Exited selected altitude Change altitude
Bank angle > 35 degrees Reduce angle
Autopilot disconnected Reconnect
Suboptimal glide slope Change slope
Maximum airspeed reached Reduce speed
20% fuel remaining Refuel

Table 2  Alarms used in Alarm Prioritization task

Priority level Alarms

High Priority Excessive rate of descent
Stall impending
Crash imminent
Engine fire alarm
Abort take off
Landing gear failure

Medium Priority Exit selected altitude
Bank angle greater than 35 degrees
Autopilot disconnected
Suboptimal glide slope
Maximum air speed reached
20% fuel remaining

Low Priority Quarterly service due
Parking brake released
Aircraft in flight
Engine valve open
Navigation active
Instrument panel switch activated

Fig. 1  Experiment apparatus (mission document on left; interface 
prototype on right)
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mission, as well as their perception and comprehension of 
states of the vehicle, as potentially influenced by the inter-
face design features and mission/task workload. Table 3 
presents examples of DKQs relavent to UAV control tasks. 
The DKQs used in the experiment were slight variations on 
these examples (e.g., the current altitude instead of the cur-
rent ground speed).

2.3  Interface Design Variations

Three different interface prototypes were developed and 
tested in this experiment. A baseline interface (Fig. 2) was 
created to most closely represent the functionality cur-
rently available in the original MP interface. This design 
was intended to represent a commercially available control 
interface. It is important to note that features without rel-
evance to the experiment tasks were simplified or removed 
from the prototype. For example, the complex software 
and hardware configuration options in the original MP 
interface were not included in the baseline interface. 

Another example is that the original MP interface allowed 
the user to choose several different types of displays for 
viewing flight parameter data, such as digital number dis-
plays, analog displays, or data logging displays. To sim-
plify and streamline the experiment design, the baseline 
interface only included the digital number displays, as the 
design represented the greatest degree of usability. Other 
features (e.g., alarms) were integrated to the interface to 
allow for investigation of common UAV control operations 
not currently supported by the MP.

For our research purpose, two other prototypes were 
created from the baseline interface: an enhanced interface 
and a degraded. Guidelines from the automation transpar-
ency literature [12, 18] were applied to create the inter-
face variations. The enhanced interface followed many 
design guidelines to facilitate the predefined tasks, while 
the degraded interface violated specific guidelines without 
preventing operators from completing these tasks.

Figure 3 shows the enhanced interface with functionali-
ties supporting transparency and usability improvements. 
The enhancements of the control interface focused on 
automation assistance and operator attention management. 
For example, the enhanced interface implemented automa-
tion for estimating distance between two objects (i.e., the 
distance estimation task). It also provided greater contex-
tual information for individual menu options by grouping 
items into relevant categories. In addition, the enhanced 
interface applied pre-attentive cueing by color coding 
alarm priorities, highlighting suggested alarm solutions, 
introducing visual differentiation between past and future 
waypoints, and alerting abnormal flight parameters. The 
interface manipulations are summarized in Table 4. These 
features were designed to facilitate task operation and 

Table 3  Example DKQs

Example DKQs

What is the name of the current flight axis?
What is the normal range for UAV altitude?
Under the Map Action function, how many "Delete" options are 

available?
What Northing is Waypoint 12 closest to?
What is your current vehicle ground speed?
What is your current completion percentage for this mission?
How many targets are inside [the named area of interest]?

Fig. 2  Baseline interface 
prototype
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improve operator understanding of the mission or system. 
For example, an object “distance tool” was made available 
and substantially simplified the distance estimation task by 
removing the need for users to visually measure distances 
relative to auxiliary guidelines. As another example of 
cueing, when the simulated UAV passed a waypoint, the 
color of the icon was changed to help the operator main-
tain awareness of mission progress.

Opposite to the enhanced interface, the degraded inter-
face (Fig. 4) removed some task-related information from 
the interface, reduced information context and visual cueing 
for operators (see Table 5). The absence of these features did 
not prevent operators from being able to complete required 
tasks. However, the control tasks became more complex and 
challenging. For example, while the baseline interface pro-
vided some assistance in identifying resolutions to alarms 
or errors, the degraded prototype did not include these fea-
tures. This situation caused operators to rely on memory of 
training and/or focus on the mission description document 
external to the interface (increasing task performance time).

2.4  Independent Variables

The experiment involved manipulation of two independ-
ent variables (IVs), including the interface design varia-
tion (i.e., baseline, enhanced, degraded) and the speed of 
the simulated UAV. The vehicle speed was set to either 
fast (a 5.5 min trial) or slow (an 8.5 min trial) and was 
maintained constant throughout testing scenarios. All 
trials included the same type and number of UAV con-
trol tasks and DKQs; therefore, the speed manipulation 
dictated the event rate for trials and represented a pure 

workload demand manipulation. As a result, participants 
had some idle time between tasks and/or DKQs under the 
slow condition but little idle time in the fast condition. 
The speed variable was meant to induce time pressure for 
participants under the fast conditions, thereby magnifying 
the demands of the control tasks, particularly in use of the 
degraded interface alternative. The speed manipulation 
also allows for assessment of the utility of the enhanced 
interface design (following transparency principles) for 
mitigating operator workload at a particular vehicle speed 
setting, in comparison to the other interface designs. The 
duration of a trial under the fast or slow condition was 
based on pilot testing by the authors. The fast trial duration 
(~ 5.5 min) was selected so that a participant had sufficient 
time for completing all tasks in the scenario, but with little 
idle time between tasks. The slow trial duration was set to 
approximately 50% longer than the fast trial.

2.5  Experiment Design

The experiment followed a mixed-factor design. The three 
interface settings served as a between-subject factor, while 
the speed condition was manipulated within-subjects. 
Each participant was randomly assigned to a single inter-
face prototype in order to prevent user confusion among 
designs as well as the potential for learning or carryover 
effects when using multiple interfaces. Test trials followed 
one of two mission maps with the UAV flying at either the 
slow of fast speed for a total of four trials completed by 
each participant with their assigned interface. The maps 
served as replications of experiment condition (i.e., com-
binations of interface setting and speed). The geographical 

Fig. 3  Enhanced interface 
prototype
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features presented in each map were similar but different 
so as to prevent potential mission learning effects. The 
speed conditions and maps were both within-subject fac-
tors and were randomized for each participant.

2.6  Dependent Variables

2.6.1  Task Performance

Dependent measures included participant task perfor-
mance, knowledge accuracy and workload responses. Per-
formance measures included individual task completion 
times and task accuracy (or deviation) from the correct 
outcome. Both measures were analyzed for each of the pre-
viously identified control tasks. All participant responses 
were collected via screen capture and audio recording soft-
ware applied during the test trials.

Coordinates Identification Task. The time for this task 
began with the first syllable of an audio command to a 
participant (“Report the coordinates…”) and ended on the 
final syllable spoken by the participant in their response. 
Response deviation was measured in absolute Euclidian 
distance from the reported coordinates to the actual target 
coordinates. If a participant gave no response, the response 
deviation was not computable. Consequently, the trial was 
recorded as a “miss” and not included in data analysis.

Distance Estimation Task. The time for this task began 
with the first syllable of the audio command, “Report the 
distance…” and ended on the final syllable of the partici-
pant’s response. Accuracy in this task was measured by 
the percent deviation of the reported distance from the 
actual (known) distance between two specified objects. 

For example, if the actual distance between two identi-
fied objects was 2500 m and the participant’s response 
was 2000 m, then the deviation was calculated at 20% 
(= (2500–2000)/2500). If the participant gave no response, 
the distance estimation deviation was not computable. 
Consequently, a miss was recorded for the task and the 
data was not included in analysis.

Fix Alarm Task. The Fix Alarm task time began when an 
alarm appeared on the interface and ended on when the par-
ticipant clicked the appropriate action button to resolve the 
alarm. In general, it was observed that participants tended 
to sacrifice task completion time for higher accuracy. All 
participants were able to correctly fix the alarm. Therefore, 
accuracy in this task was not analyzed.

Prioritize Alarm Task. The Prioritize Alarm task time 
began when alarms appeared on the interface and ended 
when a participant confirmed priority levels by clicking a 
“Done” button. Similar to the fix alarm task, most partici-
pants were able to correctly prioritize the alarms. Therefore, 
the accuracy for this task was not analyzed.

System Parameter Warnings. The System Parameter 
Warning task time began when a parameter value changed 
to an unacceptable number and ended when a participant 
finished reporting the abnormality to an experimenter. If no 
response was given, a miss was recorded and the observation 
was excluded from analysis.

2.6.2  Subjective Workload Ratings (NASA‑TLX)

The NASA-TLX (Task Load indeX) was used as a subjec-
tive measure of participant cognitive workload. Hart and 
Staveland’s [37] standard TLX forms and definitions were 

Fig. 4  Degraded interface 
design
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used in this experiment. The 15 pair-wise comparisons of 
demand components were completed immediately follow-
ing training trials. Each demand component was then rated 
immediately following each testing trial, for a total of four 
ratings of each demand component. Ratings were made on 
5-inch bipolar visual analog scales with “low” and “high” 
anchors. Each rating was measured from the “low” anchor 
with a resolution of 1/16 of an inch and then transformed 
to a 100-point scale. The demand component rankings and 
ratings were combined to create an overall workload score 
for each test trial. The TLX score accounted for the ratings 
of physical, mental, temporal, effort, performance, and frus-
tration demands.

2.6.3  DKQ Accuracy

The DKQs were used to measure an operator’s understand-
ing of the UAV operating environment and system status. 
A total of 12 DKQs were posed during each test trial. The 
response accuracy was calculated as the percentage of cor-
rect answers over all query responses. If the participant did 
not respond to a DKQ, a miss was recorded and the related 
query was excluded from the accuracy calculation. (See 
Table 6 for DKQ misses and misses for all other experiment 
response measures.)

2.7  Procedure

2.7.1  Training

Participants were trained on the UAV control interface that 
they were assigned to. A researcher described each interface 
component, the location and function of features, and dem-
onstrated use for tasks required during experiment trials. 
Participants were also familiarized with the mission sce-
nario document, including trajectory map and the scheme 
of maneuver, as well as all types of DKQs that they could 
encounter during the experiment. Subsequently, participants 
completed a simplified mission as a training trial. The train-
ing trial mission presented all tasks described in Sect. 2.2, 
including the coordinates identification task, distance esti-
mation task, alarm fix task, alarm prioritization task, and 
the parameter warning detection task. However, the mission 
map in the training trial was less geographically complex 
(see Fig. 5) and required a shorter duration to process (about 
3 min), as compared to the test trials. In the case of automa-
tion assistance provided through the interface (e.g., alarm 
prioritization, distance tool), participants were told to trust 
the interface output as it would not provide incorrect sugges-
tions. Similar to test trials, participants were also presented 
with auditory commands and 6 different DKQs during the 
training trial. An experimenter guided participant through 
all necessary actions to complete the training. The training Ta
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mission was repeated until a participant was able to success-
fully address all tasks, answer all DKQs correctly, and report 
all system parameter warnings. Most participants repeated 
the training trial once. Before moving to test trials, partici-
pants ranked the TLX demand components based on the 
training mission scenario. In total, interface introduction, 
mission familiarization, and the training trials took approxi-
mately 45 min for each participant.

2.7.2  Test Trials

For a test trial, the mission included the same type of tasks. 
At the beginning of each test trial, participants were pro-
vided with an updated mission scenario document and time 
to review the scheme of maneuver. During test trials, audi-
tory commands were presented via a digital message play-
back device and all DKQ answers and callouts of system 
parameter warnings were recorded by an experimenter. The 
UAV flew a predetermined route with set flight parameters. 
Immediately following each test trial, participants rated 
TLX demand components. Between trials, they were given 
a 2-min rest period. At the end of the experiment, they were 
paid for their time and dismissed.

2.8  Research Hypotheses

In general, the interface prototype manipulations were 
expected to have an impact on participant accuracy and task 
completion time during the simulated UAV missions. Spe-
cifically, the enhanced interface design was expected to yield 
superior performance to the baseline and degraded transpar-
ency designs, particularly under high task demands; i.e., the 
fast vehicle speed. It was hypothesized (H) that the enhanced 
interface would produce the greatest task accuracy (H1), 
shortest task completion time (H2), greatest DKQ response 
accuracy (H3), and lowest operator perceived cognitive 
load (H4), followed by the baseline interface, and then the 
degraded interface. It was also expected that any differences 
among the interface designs in terms of performance, sys-
tem knowledge, and workload would be greater under the 
higher vehicle speed or event rate condition as compared 
to low speed.

2.9  Data Analysis

All DVs were analyzed with a split-plot analysis of vari-
ance (ANOVA): interface design was the whole-plot factor; 
vehicle speed was the split-plot factor. Participant nested 

Table 6  Number of misses for 
dependent variables

Dependent variable Enhanced 
interface

Baseline 
interface

Degraded 
interface

Coordinates identification (response deviation and time) 7 8 11
Distance estimation (response deviation and time) 0 0 5
Alarm fix time 0 0 3
Alarm prioritization time 0 0 3
System warning detection (rate and time) 0 4 3
NASA-TLX 0 0 0
DKQ accuracy 0 0 3
Total across all tasks 7 12 28

Fig. 5  Testing trial mission map 
(left) and training trial mission 
map (right)
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within interface design was used as the whole-plot error 
term. Homoscedasticity and normality assumptions of the 
ANOVA were assessed with Barlett’s and Shapiro–Wilk’s 
tests, respectively. If there was any violation, transforma-
tions were applied to response measures (e.g., log or square 
root transformations) or the ranks of responses were submit-
ted to the ANOVA procedure to perform a non-parametric 
analysis. However, when parametric and nonparametric 
procedures yielded identical results, the regular parametric 
analysis on the non-transformed responses was considered 
valid and reported [38]. A significance level of 0.05 was 
used as the criterion for establishing statistical significance 
of all ANOVA results. For main effects and interactions 
found to be significant, Tukey’s Honest Significant Differ-
ence (HSD) test was used for pairwise comparison among 
treatment levels with the same significance criterion.

3  Results

The main effect of interface design variation was signifi-
cant for all DVs. Test statistics are summarized in Table 4. 
Note that the denominator degree of freedoms vary due to 
missing data points with certain responses. Tukey’s HSD 
post-hoc test results are indicated by letters in the plots of 
response measures shown in Fig. 5. Conditions labeled with 
the same letter were not significantly different from each 
other (Table 7).

The main effect of vehicle speed was only found to be 
significant for alarm fix time (F(1, 44) = 4.27, p = 0.0446), 
distance estimation task time (F(1, 44) = 6.32, p = 0.0157) 
and NASA-TLX scores (F(1,45) = 16.73, p = 0.0002). None 
of the DVs revealed significance of an interface design 
variation by vehicle speed interaction effect. In addition, 
a significant effect of trial number was observed for sev-
eral of the DVs, including system warning detection rate 
(F(1,44) = 4.42, p = 0.0412), alarm fix time (F(1,44) = 4.99, 

p = 0.0306), alarm prioritization time (F(1,44) = 5.41 
p = 0.0247) and TLX scores (F(1,45) = 26.81, p < 0.0001). 
The system warning detection rate tended to increase, and 
the task completion times tended to decrease in later trials. 
Despite the extensive mission training, these effects sug-
gested that some participant learning may still have occurred 
during the course of the test trials (Fig. 6).

4  Discussion

We hypothesized that the enhanced interface would generate 
superior task performance, followed by the baseline inter-
face and then the degraded interface. This hypothesis was 
partially supported by the results. For the warning detec-
tion and coordinates identification tasks, both the enhanced 
and baseline interfaces produced greater task performance 
than the degraded interface. However, no there was no sig-
nificant difference between the enhanced and baseline inter-
faces. The lack of cueing and information context in the 
degraded interface had a detrimental effect on task perfor-
mance. However, further improvement of cueing features 
and the addition of automation assistance provided by the 
enhanced interface did not significantly improve perfor-
mance in these two tasks relative to the baseline condition. 
With respect to the distance estimation task, significant dif-
ferences among the interface conditions were in line with 
expectation. The enhanced interface automation assisted 
participants with the cognitive process of determining the 
distance between objects or exact coordinates of objects, 
leading to significantly improved accuracy as compared to 
the baseline interface. (Anecdotally, these were the most 
difficult tasks according to participants.) In regard to par-
ticipant accuracy in addressing alarms, there was a negli-
gible difference between the interface designs. Despite the 
automation advantage of the enhanced interface users, task 
response accuracies were indistinguishable and were all at 
100%. Participants were instructed to execute each task as 
quickly and accurately as possible; however, the experiment 
results made clear that participants placed greater empha-
sis on accuracy. For this reason, the accuracy responses for 
these two tasks were not analyzed.

The second hypothesis stated that participants using the 
enhanced interface would produce faster task completion 
times. This hypothesis was also partially supported by the 
results. For the distance estimation and alarm prioritization 
tasks, the trend of significant differences among the three 
interfaces was as expected. However, the difference in task 
completion times was not significant between the baseline 
and degraded interfaces for the parameter warning detec-
tion, fix alarm, and coordinates identification tasks. These 
results may be, in part, attributable to the enhanced interface 
providing some automation of tasks that was not available to 

Table 7  ANOVA results on interface variation effect

DV F-statistic P Value

Coordinates identification task deviation F(2,44) = 13.14  < .0001
Coordinates identification task time F(2,44) = 13.94  < .0001
Distance estimation task deviation per-

centage
F(2,44) = 23.53  < .0001

Distance estimation task time F(2,44) = 7.36 0.0017
Alarm Fix time F(2,44) = 19.69  < .0001
Alarm prioritization time F(2,44) = 26.92  < .0001
System warning detection rate F(2,44) = 7.91 0.0012
System warning detection time F(2,43) = 22.71  < .0001
NASA-TLX F(2,45) = 3.24 0.0486
DKQ Accuracy F(2,45) = 22.60  < .0001
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other users. More specifically, the coordinates identification 
and distance estimation task tools both represented infor-
mation analysis automation for the cognitive processes of 
object location coordinates and inter-object distance estima-
tion, respectively. Related to the fix alarm task, the enhanced 
interface provided pre-attentive cueing features by highlight-
ing the alarm solution suggested by the system. This feature 
eliminated the need for participant visual search of a long list 
of possible actions and, therefore, significantly reduced the 
task time. Similarly, the color-coding of alarms suggested 
priorities for completion of the prioritize alarm task. This 
feature removed the need for reading alarm text and reduced 
task performance time. Regarding the system parameter 
warnings task, automation assistance was provided so that 

the abnormal status of system parameters could be easily 
recognized by users of the enhanced interface. This elimi-
nated the need for visual search and mental analysis.

The third hypothesis posited that the enhanced interface 
would produce superior DKQ accuracy, followed by the 
baseline interface and then the degraded interface. Exper-
iment results supported this hypothesis. By providing 
pre-attentive cueing, the enhanced interface successfully 
improved user awareness of mission status. The enhanced 
interface also made the map action menu more usable by 
implementing a hierarchical structure and logical group-
ing of options. The degraded interface, on the other hand, 
removed useful cues (e.g., waypoints were not easily dis-
tinguishable from the map background) and task-critical 

Fig. 6  Plots of response 
measure means (and standard 
deviations) for interface design 
conditions along with Tukey’s 
HSD results
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information (e.g., AOI filters or identifiers). The absence 
of these features caused participants to frequently refer to 
printed mission materials and to rely on working memory 
for task performance. Consequently, operator capability to 
maintain an accurate understanding of the UAV environ-
ment and subsystem status was reduced.

However, one limitation of the DKQs is that they were 
not designed to capture each level of SA-based transparency. 
When examined retrospectively, we found that the major-
ity of DKQs addressed Level-1 transparency, concerning 
basic information on the agent, environment, or the mission. 
Only a few DKQs were relevant to the “reasoning” aspect 
of Level-2 transparency (e.g., How many targets are inside 
[AOI name]?) or the future projection aspect of Level-3 
transparency (e.g., What is your current completion per-
centage for this mission?). While acknowledging this limi-
tation, we think the impact of the interface might be inferred 
from performance of the alarm prioritization, coordinates 
identification, and distance estimation tasks, which would 
not be effective without interface support beyond Level-1 
transparency.

It was also hypothesized (H4) that operator workload 
would be the lowest in using the enhanced interface, fol-
lowed by the baseline interface and then the degraded 
interface. Experiment data partially supported this hypoth-
esis. Participants using the enhanced interface produced 
significantly lower TLX scores than both the baseline and 
degraded interface users. However, there was no significant 
difference between the baseline and the degraded interface 
groups. The reason might be that more automation assis-
tance features were available in the enhanced interface. Prior 
human-automation interaction research [39–41] has demon-
strated substantial performance and workload benefits when 
automation is applied in a manner relative to system user 
information processing demands.

While missed responses for the dependent variables 
were not included in the data analysis, it was observed that 
the enhanced interface resulted in fewere misses and the 
degraded interface resulted in more misses. This obser-
vation further demonstrates the effects of the interface 
manipulations.

In this experiment, we also attempted to generate high 
task demands by manipulating UAV flight speed and, con-
sequently, mission task rate. This manipulation was only 
successful for certain responses, including alarm fix time, 
distance estimation task time and NASA-TLX scores. That 
is, task time and workload increased with the higher speed 
setting. However, it is possible that the high vehicle speed 
was not sufficiently demanding to affect participant perfor-
mance in the other common control tasks. An additional 
intent of the speed manipulation was to determine if the 
enhanced interface would be more robust for supporting 
operator performance under high demand circumstances. 

However, the present results did not allow for investigation 
of any such relationship.

The significant trial number effect indicated that addi-
tional task learning may have occurred during experimental 
trials. Despite extensive training (about 45 min), an improve-
ment in task performance might have occurred due to addi-
tional proficiency, more participant confidence and increased 
psychological comfort over the course of the experiment.

In general, our findings were consistent with other studies 
in revealing benefits of automation transparency features. 
For example, Mercado [22] investigated the effects of level 
of agent transparency in the context of human–agent teaming 
for multi-robot management. Results indicated that opera-
tor performance, trust, and perceived usability increased 
as a function of transparency level. Subjective and objec-
tive workload data indicated that participant workload did 
not increase, as a function of transparency. Wright [21] 
also examined how the transparency of an agent’s reason-
ing affected human operator tendency for complacency in 
a military route selection task. It was found that improved 
transparency through access to agent reasoning effectively 
improved human performance and decreased automation 
bias.

Unlike Mercado [22], the present study did not align the 
interface manipulations with the three levels of agent trans-
parency defined by Chen et al. [13]. We applied or violated 
as many transparency design guidelines in the literature as 
feasible to improve or degrade transparency of the interface 
and agent in the target application. However, taking a retro-
spective view, we found some association between the inter-
face manipulations in the present study and the three levels 
of transparency defined by Chen et al. [13]. Pre-attentive 
cueing in the enhanced interface mainly improved Level-1 
transparency by making information on the agent, environ-
ment, or task easier to process. For example, shading of the 
AOIs on the map made it easy to process information related 
to the environment as well as the task. Manipulations on 
information context mainly impacted Level-2 transparency 
by changing how well environmental/vehicular constraints 
were represented in the interface. For example, the lack of 
normal parameter range information in the degraded inter-
face required operators to memorize them from the mis-
sion description and, therefore, impaired "constraint-driven 
reasoning" when determining the status of the vehicle. The 
automation assistance in this study was the only type of 
manipulation that impacted Level-3 transparency. For exam-
ple, the alarm priority and recommended actions were no 
longer automatically determined in the degraded interface. 
This made operator projection of future actions and system 
states more difficult. While the distance estimation and 
coordinates tool in the enhanced interface were not directly 
relevant to future projections of the task or environment in 
the experiment, such automation assistance could be critical 
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for Level-3 transparency in other scenarios (e.g., the mission 
requires an unexpected route change).

In addition, the present study differed from prior auto-
mation transparency research in several ways. First, the 
automation features presented in the enhanced interface 
condition were “perfect”. That is, there were no reliability 
issues in the function of the automated aids. Participants 
were instructed to completely trust the automation. In this 
way, we observed a “pure” effect of transparency efforts 
without confounding of automation reliability issues, as 
in some previous studies. On the other hand, the “perfect” 
automation assumed in this study (by necessity) decreased 
decision making time and cognitive workload in evaluating 
the reliability of automation recommendations. This special 
constraint makes the research results applicable to situations 
where automation is highly reliable and user trust is not a 
challenge. Secondly, many interface usability features that 
were not previously identified as “transparency” measures 
were explored in the design variations of this research. Vari-
ous response measures revealed these features to be effec-
tive for building a transparent, automated system that was 
helpful for promoting operator performance and understand-
ing of mission status. Based on the results of this study, we 
receommend further exploration of usability guidelines in 
UAV interface design to support automation transparency. 
Finally, while most prior research has been aimed at achiev-
ing transparency benefits at no cost of workload, the present 
study showed that an enhanced transparency interface can 
actually reduce user workload through careful identification 
of automated functionality and usability features.

5  Conclusion

5.1  Summary

In this research, we investigated the utility of functional 
transparency and usability features in UAV supervisory 
control interfaces. Following design recommendations 
from previous automation transparency research, we cre-
ated three interface design variations: a baseline interface 
mimicking a commercially available UAV control station, 
an enhanced interface designed for increased automation 
transparency and usability, and a degraded interface remov-
ing some important task-related features. Results showed 
that the enhanced interface improved operator task perfor-
mance, dynamic knowledge of UAV states, and reduced user 
workload. Additionally, the degraded interface showed det-
rimental effects of the absence of transparency and usability 
features. Among the interface features explored in this study, 
it appeared that automation assistance primarily contributed 
to task completion times and mitigated workload. However, 

the availability of pre-attentive cueing and information con-
text was also important for accurate task performance.

By defining and setting automation transparency as an 
overarching design objective, we were able to prototype an 
enhanced interface that more effectively supported human-
automation interaction in simulation of a realistic UAV 
control operation. Automation transparency as a high-level 
design objective may be useful for expert designers with 
understanding of human performance consequences of 
“clumsy” automation; whereas, usability design guidelines, 
as “building blocks” to transparency, may be useful for new 
system designers.

5.2  Limitations and Future Work

One limitation of this study was the reduced interactivity of 
the interface prototypes presented to participants. Functional 
features were limited to those with direct relevance to per-
formance of the required UAV control tasks. Furthermore, 
if a user made erroneous selection of an inactive function, 
there was no negative impact on vehicle function. In the real-
world, misuse of UAV control interface features can lead to 
mission failure or the loss of a vehicle. In order to focus our 
study on the impact of automation transparency on specific 
UAV task performance, the possibility for total failure was 
removed from the simulation.

The goal of this research was to investigate the effect of 
interface transparency on task performance. While the study 
carefully evaluated performance measures and the dynamic 
knowledge of participants, additional validation on the level 
of transparency would have been beneficial. For example, 
following the application of transparency design guidelines 
to an interface, a study could be conducted to evaluate the 
extent to which different levels of situation awareness are 
achieved or impaired by the interfaces with different levels 
of transparency. Such a study would also allow us to further 
delineate how additional functionality and usability features 
drive the level of transparency and, consequently, situation 
awareness and performance.

Beyond this, the study only made use of three interface 
designs, which were all based on the same commercially 
available GCS; the ArduPilot MP. However, at present, there 
are a substantial number of GCSs available on the market 
and many more military-grade GCSs.

While this study aimed to investigate performance in 
common UAV control operations, future work should 
explore additional GCS design variations with different 
automated features that may further improve operator per-
formance and reduce cognitive workload. Future studies may 
also examine the use of such interfaces under off-nominal 
UAV flight conditions as well as in situations where recom-
mended actions by automation are not always reliable. Such 
research could further the understanding of how automation 
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transparency, through control interface design, might serve 
to also support operator performance in knowledge-based 
tasks under high demand circumstances. Lastly, the current 
research only recruited participants with no disability and/
or color impairment. Future research should be conducted 
to explore UAV control interface design following inclusive 
design principles [14]. Such an effort is critical for enabling 
a broader population of users in UAV control operations.
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