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UAV supervisory control interfaces are important for safe operations and mission performance. We reviewed

existing UAV interface design and evaluation tools and identified limitations. To address issues with existing

methods, we developed an enhanced evaluation tool, the M-GEDIS-UAV. The tool includes detailed criteria

for all aspects of UAV control interface design to support operator performance. It also supports quantitative

and objective assessment of an interface. We prototyped three UAV information displays, including a digital

control display, analog control display, and “massive” data display, as part of a simulated supervisory con-

trol interface. Six analysts, including three human factors experts and three novices evaluated the interfaces

using the M-GEDIS-UAV. Inter-rater reliability was high for the human factors experts, suggesting training

in usability analysis is necessary for tool application. Results also revealed the massive data display to pro-

duce significantly lower evaluation scores than the other displays. We concluded that the M-GEDIS-UAV

was sensitive to interface manipulations and was most effectively used by human factors experts. Using the

M-GEDIS-UAV tool can reveal the majority of design deviations from guidelines early in the design process

toward increasing the effectiveness of control interfaces.
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1 INTRODUCTION

Safe operation of Unmanned Aerial Vehicles (UAV) is the basis for successful mission comple-
tion and benefits of the technology. Unlike traditional manned-aircraft pilots operating in a three-
dimensional world, UAV pilots rely on information presented through a ground control station
(GCS). A well-designed interface is therefore critical to the effectiveness of task performance, such
as vehicle control, navigation, environment hazard detection, and system health monitoring. As
robotic technology is developed for more types of autonomous “behavior,” human interfaces are
used less for control and more for monitoring and diagnosis [10]. However, the importance of the
operator interface should not diminish as the types of vehicle autonomy increase [10].

1.1 Human Factors Issues in UAV Accidents

Based on an analysis of UAV accident reports by Yesilbas and Cotter [36], approximately 60% of
remotely piloted aircraft mishaps involved operation-related human casual factors. Another report
by the Federal Aviation Administration (FAA) suggested human errors contributed to 21%–68% of
UAV accidents [35]. For example, among 15 U.S. Air Force Predator accidents analyzed in this
report [35], 8 of them were attributed to human factors issues. These issues included deficiencies
of alerts and alarms design and various information presentation issues in head-up displays. Such
human factors issues can be identified early in the systems design process to reduce or eliminate
UAV damage or loss. To support accurate identification of human factors issues, a comprehensive
evaluation tool for UAV remote control interfaces is needed.

1.2 Current Interface Evaluation Methods

A constrained review of UAV interface evaluation tools revealed several methods that have been
applied in specific system evaluations to support human performance. A popular approach is us-
ability testing, which has been used to assess whether interfaces present necessary functional
features and if features are easy to use [7]. There are many different methods for testing usabil-
ity but most measure learnability, efficiency, memorability, errors, and satisfaction to iteratively
improve an interface [26]. This approach has been applied by a number of researchers in UAV
interface evaluations as well as manned aircraft interface design analysis [17, 18]. For example,
Irrizarry et al. [13] recruited participants to perform simulated tasks and rate usability of safety
inspection drones. The feedback from participants suggested the need for better image quality and
larger interface screens. As part of usability testing, surveys are often used to gather feedback from
participants. The system usability scale (SUS) [17] is a survey commonly used in industry for eval-
uating general usability of an interface. The NASA-TLX (Task Load Index) [13] is a questionnaire
often used in empirical studies to evaluate perceived cognitive workload from the perspectives of
mental workload, physical workload, temporal workload, perceived effort, perceived performance,
and frustration level. One drawback of usability testing is that user recruitment, data collection,
and analysis for each interface iteration can be time-consuming and labor-intensive. As an alter-
native to testing, usability analysis can be performed via heuristic evaluations, where usability
experts compare interface designs with established principles and identify discrepancies [22]. Due
to this characteristic, usability analysis relies heavily on subjective opinion. Another limitation
of heuristic evaluation is that this method does not directly recommend solutions to identified
interface problems [25]. Beyond this, existing usability principles typically place more focus on
traditional computer software dialogues, rather than complex supervisory monitoring systems.

Cognitive task analysis (CTA) is another established approach for interface evaluation. CTA
is an extension of task analysis techniques and is used to develop an understanding of human
knowledge, thought processes, and goal structures in task performance [14, 33]. CTA modeling
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has been applied to tasks with interactive systems. For example, Kaber et al. [15] explored using
goal-directed task analysis (GDTA) along with abstraction hierarchy (AH) modeling to charac-
terize the user knowledge requirements of a supervisory interface for high-throughput biological
screening processes. The results proved useful for improving interface intuitiveness and interactiv-
ity through redesign processes [19]. However, considerable application time and high complexity
of CTA models are major challenges for this approach [15, 19]. Furthermore, CTA methods re-
strict interface evaluation to pre-defined tasks. Model adjustments are necessary when there are
changes in the operating procedure (e.g., additional tasks, altered steps). More efficient approaches
are necessary to support interface design in the UAV industry.

In addition to these traditional assessment techniques, some researchers have attempted to adapt
established tools from other domains to the UAV domain. The FAA has used the Cooper-Harper
subjective workload rating scale [12] for many years to assess manned aircraft pilot cognitive
demands and to gauge whether a cockpit interface design is effective from a performance per-
spective. Cummings et al. [4] modified the Cooper-Harper scale to the unmanned vehicle (UV)
domain with a focus on evaluating how well control displays support basic operator information
processing. The new tool (Modified Cooper-Harper for Unmanned Vehicle Displays; MCH-UVD)
followed the structure of the MCH by implementing a 10-point uni-dimensional rating scale on
information processing support. Donmez et al. [7] conducted experiments involving application of
the MCH-UVD. Pilots executed simulated UAV search and rescue tasks and were asked to evaluate
vehicle control interfaces with the MCH-UVD subsequent to experiment trials. While results sug-
gested the method to be predictive of operator performance, it should be noted here that superior
task performance is not necessarily a comprehensive and reliable indicator of usable interface de-
sign. Operator performance can also be influenced by experience level, task complexity, and luck.
In both the Cummings et al. and Donmez et al. [4, 7] studies, there was no comparison of perfor-
mance or evaluation results made across different interfaces. Moreover, few (if any) other studies
have applied the MCH-UVD for unmanned systems interface evaluation. Therefore, the validity of
MCH-UVD as an interface evaluation tool still needs to be further investigated with comparison
across different interfaces.

1.3 GEDIS and GEDIS-UAV

Ponsa and Díaz [31] developed a cognitive ergonomic guideline for supervisory control inter-
face design with the objective of improving the efficiency of human-machine systems as part of
semi-automated industrial processes. They reviewed human interface design guidelines related to
automation control and supervision tasks (see Table 1) and proposed the “ergonomic guideline for
supervisory control interface design” (GEDIS; Guia ergonoḿica para el disenõ de interfaz de super-
vision (in Spanish)). The GEDIS consists of 10 key design indicators that cover different aspects of
interface design for process supervisory control, including: the interface architecture, information
distribution, interface navigation, display colors, text fonts, device status displays, process value
displays, graphs and tables, data-entry commands, and alarms. Each design indicator has a sub-
structure, including identification of a diverse set of design characteristics or “sub-indicators.” Any
supervisory control interface can be quantitatively evaluated based on the degree of design satis-
faction of the sub-indicators (i.e., characteristics of interface features). A rating scale ranging from
0 = “not appropriate” to 5 = “appropriate” with an intermediate value of “acceptable/moderate” is
used for this purpose. As an example, the design indicator of interface “navigation” can be eval-
uated based on two sub-indicators, including: (1) the relationship navigability with interface ar-
chitecture, and (2) navigability between screens. Each of the two sub-indicators can be assigned a
score of 5, 3 or 0, depending upon whether each design characteristic is considered “appropriate,”
“acceptable,” or “not appropriate” for supporting human use. In some cases, a score is assigned
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Table 1. Guidelines Used as Basis for Interface Evaluation Tool Development

Guidelines Reviewed by GEDIS Guidelines Reviewed by GEDIS-UAV

ISO 11064-7:2006 (Ergonomic design of
control centers—Part 7: Principles for the
evaluation of control centers) [40]

ARINC 601—Aims to normalize the definition of a
Cockpit Display System (CDS)

Human Factors Design Standard (HFDS) STANAG 4586 [3]

NUREG 0700: Human Interface Design
Review Guidelines [29]

DO-178B—Software Considerations in Airborne
Systems and Equipment Certification [38]

I-002 Safety and Automation Systems
NORSOK

Joint Architecture for Unmanned Systems (JAUS)—
JAUS Unmanned Ground Vehicle Service Set

Man Systems Integration Standard
(NASA-STD-3000)

Joint Architecture for Unmanned Systems (JAUS)—
JAUS HMI Service Set

ISO 9241-11: Ergonomic requirements for office work
with visual display terminals (VDTs)—Part 11:
Guidance on usability

simply based on the presence of certain features. For instance, with respect to the interface “archi-
tecture,” a sub-indicator of “existence of maps” can only be assigned a score of 5 or 0, indicating
that an interface map is present or not. The score of a design indicator is simply the weighted
average of all sub-indicator scores (Equation (1)):

Indicator Score =

∑J

j
w jSubindicator j

∑J

j
w j

, (1)

where J = number of sub-indicators, and w j = weight of the jth sub-indicator.
Similarly, a global evaluation index for the supervisory control interface can be obtained by

calculating the weighted average of indicator scores (Equation (2)). Weighting factors can be de-
termined based on expert opinion of the relevance of any given design indicator/feature to human
information processing in the target interface application:

Global Evaluation Index (GEI ) =

∑I
i pi Indicatori
∑I

i pi

, (2)

where I = number of indicators, and pi = weight of the ith indicator.
Ponsa Asensio et al. [30] and Ponsa and Díaz [31] applied the GEDIS to a Sugar Technology

Center simulator interface and generated design recommendations to achieve a maximum GEDIS
Global Evaluation Index (GEI), which was considered to represent optimal interface design. It was
suggested that the GEI of an interface should have an initial value of 3–4 and designers should
ultimately work to achieve a score of 5 with the help of the GEDIS checklist [31].

Lorite et al. [21] adapted the original GEDIS for application to evaluation of UAV graphical
user interfaces (GUIs). In their effort to create a GEDIS-UAV evaluation tool, the researchers re-
viewed standards and guidelines related to the design of GUIs for UAVs (also see Table 1). The de-
sired design features/indicators were carried forward from the original GEDIS, however, modifica-
tions were made to desired sub-indicators (feature characteristics) to accommodate UAV interface
technology. For example, under the indicator of interface “architecture,” sub-indicators, including
“number of display levels” and “existence of map” were removed, and “number of screens” was
added. The GEDIS-UAV inherited the scoring system of the GEDIS, where the GEI and indicator
scores remain weighted averages.
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The GEDIS-UAV was subsequently used to evaluate a UAV ground control interface, which was
designed based on the ARINC 661 standard, comprising a display mounted on a control panel and
similar to a conventional aircraft cockpit display [21]. The initial GEI for the interface was 3.8. A set
of design changes were proposed based on the evaluation results and design indicator scores, in-
cluding redistributing components of the interface, improving data visualization, improving alarm
content and adjusting display font sizes. These modifications brought the GEI to 5, which is the
maximum value of the rating scale. The researchers expected the enhanced interface to minimize
the possibility of human error in use [21]. However, they did not conduct a follow-up study to test
the benefits of the enhanced design, based on application of the GEDIS-UAV tool.

1.4 Issues and Need for Enhancement

Although various usability and workload evaluation methods have been applied and adapted for
UAV interface evaluation, most existing tools are not designed to assess interface capability to
support UAV functions [4]. The GEDIS-UAV provides a good starting point for including both
functionality and usability considerations in UAV interface evaluations. It also provides quanti-
tative assessment of degree of conformance of specific interface designs with existing guidelines
and allows quick comparisons among different designs. However, there are a few issues related to
application of the GEDIS-UAV.

First, the original tool did not provide a basis or justification for selection of desired interface
design indicators/features. This drawback resulted in confounded indicators and an absence of
some important UAV interface indicators, such as maps and navigability features. An overarching
usability and functionality framework is needed for indicator identification and selection, such
as Nielsen and Molich’s [27] usability principles, to ensure no missing or confounded indicators.
The second limitation of the GEDIS-UAV is that the selection of sub-indicators (i.e., characteris-
tics of design features) was not supported by detailed references to design standards or guide-
lines. The current set of sub-indicators under each indicator was not a complete representation of
all characteristics related to contemporary UAV interface design components/features. This issue
also resulted in overlap of sub-indicators. For example, the “graphs and tables” design indicator
includes sub-indicators of “format,” “visibility,” “location,” and “grouping” as bases for interface
evaluation. However, these are not independent design features and can be influenced by each
other. A third limitation of the GEDIS-UAV tool is that the method of assessment (rating) of each
interface sub-indicator (i.e., appropriate, moderate, not appropriate) is not objective. For instance,
in the assessment of appropriate font combinations, the answer could vary depending on the ana-
lyst’s eyesight, age, cultural background, reading preference or sensitivity to font characteristics.
As another example, assigning a score to the sub-indicator “format” under “graphs and tables” is
entirely subjective. Interface evaluation following this approach can be highly vulnerable to per-
sonal preferences and rater emotional states [37], instead of being an objective indicator of how
well a design supports usability and performance. As a fourth limitation, the language used in pre-
senting many of the sub-indicators as part of the GEDIS-UAV tool introduce ambiguity and could
lead analysts to make incorrect judgments about specific design feature characteristics. For exam-
ple, the GEDIS-UAV inherited the indicator of interface “navigation” from the GEDIS tool, which
refers to “the logical linkage of interface items for supervisory control of industrial automation.”
However, when it comes to the UAV domain, interface navigation has a completely different mean-
ing; that is, planning and controlling a UAV route vs. monitoring process flow channels and pump
settings. Another example of confusing language among GEDIS-UAV sub-indicators can be found
in the design guideline for, “relationship with text.” It is unclear from the word “relationship” that
this guideline refers to how color influences the presentation of text and what display colors are
appropriate for interface design.
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Table 2. Indicators in M-GEDIS-UAV

Usability Related Functionality Related

Display Layout (DL) Map and Navigation (MN)
Information Presentation (IP) Status and Devices (SD)

Color (C) Data Entry Command (DEC)
Text (T) Alarm (A)

Physical Control (PC)

The lack of comprehensiveness and objectivity in current assessment approaches makes it dif-
ficult to make comparisons across multiple candidate UAV interface designs as part of a systems
design process. In an attempt to address these issues, the present study developed a Modified
GEDIS-UAV (M-GEDIS-UAV) and conducted follow-up experiments to assess the validity and sen-
sitivity of this new tool.

2 DEVELOPMENT OF THE MODIFIED GEDIS-UAV (M-GEDIS-UAV)

2.1 Enhancement on Indicators and Sub-indicators

To address limitations of the GEDIS-UAV, we took both a “top-down” and “bottom-up” approach to
identifying and organizing interface design indicators as well as specification of design character-
istics for interface evaluation. The top-down approach involved identifying a collection of usability
and functionality principles and features as bases for organizing desired design features to be ad-
dressed by the new M-GEDIS-UAV. The usability principles were based on usability heuristics [27,
28, 34] and the functionality features were based on functional interface components observed
from various UAV studies [1, 2, 4, 8, 10, 21, 22, 24]. The structure of the original GEDIS-UAV was
also used as a reference for organizing the indicators. Following the top-down approach, a mod-
ified set of desired interface design indicators were identified for the M-GEDIS-UAV, as shown
in Table 2. With this set of indicators, the M-GEDIS-UAV is appropriate for evaluating UAV su-
pervisory control interfaces with a computer interface. The tool does not take into consideration
exploratory UAV control technologies such as virtual reality (VR) and gesture-based controls.

The bottom-up approach involved compiling an elaborate list of design sub-indicators (feature
characteristics) from existing standards. All industrial guidelines listed in Table 1 were reviewed
as part of this approach. We also reviewed additional guidelines related to supervisory control
interface, including the Unmanned Aircraft System Ground Control System Human Machine In-
teraction (UAS GCS HMI) reference [20] and Military-Standard-1472 [39]. A subset of guidelines
was selected for characterizing each interface design indicator (resulting from the top-down ap-
proach). This process was facilitated by using a set of selection rules, including: (1) the guide-
line is applicable to the UAV domain; (2) the guideline addresses design issues relevant to UAV
supervisory control interfaces (and not robotic systems, in general); (3) the guideline can be ap-
plied to contemporary technologies used in UAV supervisory control interfaces (e.g., guidelines
for cathode ray tube displays were not included); and (4) the guideline is sufficiently descriptive
to allow for assessment of the degree to which a particular interface design is conforming or non-
conforming with the guideline. If multiple guidelines identified through the bottom-up approach
described the same interface content, then they were combined as one criterion. If there were con-
flicts among guidelines, then the guideline referring to an interface use scenario closest to UAV
operation was adopted. Among all the guidelines selected for assessment of each interface design
indicator/feature/component, those addressing the same (or similar) interface feature character-
istics were grouped under a sub-indicator. The sub-indicators were named based on the design
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Table 3. Indicators in Modified GEDIS-UAV

Indicator Subindicators Indicator Subindicators

Display

Layout (DL)

Screen Location

Status and

Devices (SD)

Indication of System State

Readability Analog / Digital Displays

Information Density Scales

Controls Numbers Displayed

Menu Structure

Data Entry

(DE)

Cursor

Windows Fields

Information
Presentation

(IP)

Hierarchy & Grouping of Info Intra-field Separators

Labels & Titles Field Labels

Use of Coding Units

Shape Coding Data Entry Validation

Color Coding User Aids

Alphanumeric Coding Data Selection

Line Coding

Alarm (A)

Alarm Message Style

Color (C)

Color Discrimination Alarm Content

Color Luminance Alarm Handling

Color Contrast Auditory Signal

Color Use Alarm Priorities & Grouping

Brightness Alarm Color

Text (T)

Font Alarm State

Spacing Flash

Abbreviations

Physical

Control (PC)

Keyboards

Character Luminance Fixed-function Keys

Character Contrast Pointing Devices

Capitalization Mice

Text Use Joystick and Trackball

Underlining Alternate Input Devices

Bold Interchangeability

Table Hand-Operated Displacement Joystick

Map &
Navigation

(MN)

Visibility Finger-Operated Displacement Joystick

Overlays and Map Items

Map Colors

Labels and Symbols

User Preferences

characteristics commonly referenced in the guidelines. The guidelines under each sub-indicator
serve as criteria for evaluation of interface conformance with each sub-indicator (i.e., design char-
acteristic). All subindicators of the M-GEDIS-UAV are summarized in Table 3.

After all relevant criteria were identified from the existing UAV and human factors design
standards, the phrasing of each design characteristic and the meanings were edited for clarity.
These steps were intended to ensure no conflicts among criteria and that all criteria referred to
one (and only one) design characteristic. Another purpose of the editing was to support analyst
ease of interpretation and determination of whether a specific design was conforming or non-
conforming. Currently the M-GEDIS-UAV contains 290 unique criteria for comprehensive evalu-
ation of UAV supervisory interface design characteristics. The guidelines in M-GEDIS-UAV refer
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Table 4. Evaluation Criteria for “Menu Structure”

Menu Structure
(MS)

The interface provides an appropriate maximum number of options for
different types of graphical controls: (a) Radio buttons: 1–6 options;
(b) Static Menus: 3–10 options; (c) Menu Bars: < 10 options; and
(d) Scrolling Menus: >10 options.
The number of selections required to reach the desired option in complex
menus is no more than four steps.
When a user selects a menu option and no computer response is
immediately observable, the software provides some other
acknowledgment of the selection.
Menu options are presented in a single vertical column, aligned and left
justified (exception: menu bars).
Destructive commands (e.g., delete, exit) are placed at the bottom of
menus.
Options for opposing actions (e.g., save and delete) are not placed
adjacent to each other.
Primary windows’ menu bars extend the full width of the primary
window.
System menus include the following options: end a session, review
system status, define user preferences, manage alerts, and change a
password.

to observable design features and characteristics that can be compared with criteria statements,
allowing for objective assessment of an interface. As an example, Table 4 presents the criteria
for “Menu Structure,” which is a subindicator under the indicator “Display Layout.” For each
design indicator addressed by the M-GEDIS-UAV, we prepared a separate spreadsheet present-
ing its sub-indicators and their design criteria. The sources for all the guidelines are also identi-
fied in the spreadsheets. The complete evaluation spreadsheets are available at https://www.ise.
ufl.edu/kaber/publications/supplemental-information-for-publications/.

2.2 Enhancement on Scoring Mechanism

The M-GEDIS-UAV has a checklist structure. A set of design criteria is presented in the form of a
checklist for each sub-indicator and provides a basis for objective assessment of interface designs.
To evaluate a design sub-indicator with the M-GEDIS-UAV tool, an analyst compares the actual
interface design characteristics with related criteria and determines whether each criterion is sat-
isfied or not. That is, the analyst assigns a binary score (“1” if satisfied, “0” if not) for each criterion.
If the characteristic described by a criterion is not related to the interface under evaluation, then
the analyst assigns a response of not applicable (“NA”) and the criteria is not considered in scoring
of the interface design. In this way, the M-GEDIS-UAV eliminates the need for an analyst to pro-
vide a subjective rating of each interface design characteristic with multiple arbitrary scores (i.e.,
0, 3, 5). The approach also eliminates the need for justification or rationale for different ratings on
characteristics. Instead, objectivity of the assessment is maximized by matter-of-fact comparisons
against individual design guidelines, each of which are supported by extensive design literature.
The score for each sub-indicator can be determined by averaging the scores for the criteria within
the sub-indicator checklist.

On this basis, an indicator score becomes the average of all relevant sub-indicator scores.
That is, for each desired design feature, the degree of interface conformance (a percentage) with

ACM Transactions on Human-Robot Interaction, Vol. 9, No. 2, Article 14. Publication date: January 2020.

https://www.ise.ufl.edu/kaber/publications/supplemental-information-for-publications/
https://www.ise.ufl.edu/kaber/publications/supplemental-information-for-publications/


UAV Interface Evaluation 14:9

guidelines for specific characteristics of the feature/component is calculated. Subsequently, the GEI
is calculated as the average percent satisfaction of desired design features for an interface under
evaluation. Figure 1 shows an example of evaluation for the “Status and Devices” indicator. The
GEI is simply obtained by averaging all the indicator “scores.” The GEI can vary between 0 and 1,
with 1 representing an optimal design. The GEI score represents the extent to which an interface
is aligned with recognized design guidelines and can be used as a reliable usability indicator for
UAV interfaces. At this stage of development of the M-GEDIS-UAV, we assumed that all design
indicators contribute equally to the usability and functionality of the interface design. However,
the M-GEDIS-UAV scoring system allows for assignment of weighting factors to design indicators,
if designer or user expertise is available to support identification of weighting factors.

3 INITIAL APPLICATION OF M-GEDIS-UAV

As a preliminary assessment of the usefulness of the M-GEDIS-UAV tool, we applied the tool to
the Multi-attribute (flight) Task Battery II (MATB-II [41]; see Figure 2 for an image of the MATB-II
interface). The purpose of this evaluation was to determine if the structure and language of the
M-GEDIS-UAV was clear for analysts and if the tool could be used to identify deviations of aviation
display design from identified criteria. The MATB-II interface simulates a number of flight tasks
that a pilot may perform (e.g., aircraft system status monitoring, target tracking, radio communi-
cation management, etc.).

3.1 Experiment

Three of the authors worked as analysts for the preliminary applications of the M-GEDIS-UAV.
All three analysts completed at least two years of human-factors-related coursework, which allows
them to fully understand the evaluation criteria as part of the tool. Therefore, they were considered
as human-factors expert analysts. None of the analysts had previous experience using the MATB-II
interface. Prior to the interface evaluation, an experienced user of MATB-II trained the analysts on
the interface components and functionalities. The analysts also reviewed videos of the interface
being used to perform each flight task. Each analyst then conducted an independent evaluation of
the MATB-II interface with the M-GEDIS-UAV. They were also given access to a functional version
of the interface for thorough assessment of the degree of design conformance with the M-GEDIS-
UAV criteria. The analysts were asked to provide feedback on the format, comprehensiveness, and
clarity of criteria language as part of the tool. Results of this preliminary application were used for
additional improvement of clarity of language in the M-GEDIS-UAV.

3.2 Results and Discussion

The M-GEDIS-UAV revealed relatively low but consistent analyst scores for the MATB-II interface
ranging from 74–78% conformance with all applicable design criteria. Intra-class correlation coef-
ficient (ICC) were used to assess the degree of inter-rater reliability in applying the tool. The ICCs
were calculated using the two-way agreement single model, as described by McGraw and Wong
[23]. Results revealed a moderate (ICC = 0.51 [32]) and significant (F(7, 14.1) = 3.74, p = 0.017)
correlation among the analysts’ ratings of the various (9) interface design indicators. However,
we found that there was a high degree of variance among analyst scores for the indicators of
display “color,” “status and device” displays, and “alarm” design. The analysts’ feedback also
indicated some concern with the clarity of phrasing of criteria on these interface design features
as well as some criteria referring to multiple design characteristics. Based on these results, we
revisited the design criteria checklists to ensure the language was clear and concise. Across all
design features (e.g., color, etc.), descriptions of criteria were simplified and clarified for easier
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Fig. 2. The MATB-II interface (top left—system monitoring task; top center—tracking task; top right—
scheduling task; bottom left—communication task; bottom center and right—resource management task).

analyst interpretation. These modifications also included removing any “fully loaded criteria”
(i.e., guidelines that make reference to more than one aspect of display design).

4 APPLICATION OF M-GEDIS-UAV TO UAV MISSION PLANNER INTERFACE

Subsequent to further modifications of the M-GEDIS-UAV, the tool was applied to the ArduPilot
(UAV) Mission Planner (MP) interface to assess usefulness for identifying interface design defi-
ciencies as well as sensitivity to interface feature manipulations. The MP is a full-featured GCS
application that provides a graphical user interface for UAV supervisory control. This interface
was used because it contains common components of UAV interfaces observed in various UAV
studies [1, 2, 4, 8, 10, 21, 22, 24] and the software is freely available online. The interface consists
of four sections (see Figure 3), with each providing a unique set of features. The upper-left section
presents a simulated primary flight display (PFD) with horizon line. This display contains typical
system information that would be commonly found in manned aircraft. The upper-right section
is a geographical projection of the simulated UAV’s environment (via Google Earth), an image
representing the UAV itself, its projected course, and a visual indication of upcoming flightpath
waypoints. The lower-left section is a configurable auxiliary box. A set of selectable tabs allows
this box to toggle between a system information display and immediate action command interface
for the UAV. The system information can be displayed with a few options, including digital or
analog displays (see Figure 4). Finally, the lower-right portion of the interface is an active mission
planning tool that allows an operator to enter future commands into a UAV’s flight plan. Unlike
the immediate actions available in the auxiliary box, this section is focused on long-term operation
of the vehicle and serves as a proactive tool for mission changes.

Each section of the MP interface corresponds to one or multiple feature sets that can be eval-
uated with the M-GEDIS-UAV tool. For example, the system information display would be most
appropriately evaluated using the M-GEDIS-UAV criteria for Status and Devices indicators. Some
guidelines under other indicators might be affected by the analog gauges but the display (itself)
would have the most significant impact on the score for Status and Devices indicators.

ACM Transactions on Human-Robot Interaction, Vol. 9, No. 2, Article 14. Publication date: January 2020.



14:12 W. Zhang et al.

Fig. 3. MP interface: Primary Flight Display (upper left), auxiliary box (lower left), system projection (upper
right), flight planner (lower right).

Fig. 4. System information display (digital display—left; analog display—right) within the auxiliary box of
MP interface.

4.1 Experiment 1: Preliminary Application

4.1.1 Interface Analysts. Two groups of interface analysts evaluated the MP interface with two
different system information display types, including digital vs. analog. The first group of analysts
were the same from the preliminary M-GEDIS-UAV application. They were familiar with the M-
GEDIS-UAV and had sufficient human factors background to fully understand the criteria. This
group (referred as “human factors expert” group) had opportunity to explore the interface and
functionalities of the MP prior to the experiment. The other group was a convenience sample
of three novice analysts recruited from a master’s program of the local university. The novice
analysts had very limited coursework (i.e., less than 6 months) in the human factors area. They
had no previous knowledge of the M-GEDIS-UAV tool or the MP interface. Some training on the M-
GEDIS-UAV tool was provided for the novice group. After receiving explanation on the structure
of M-GEDIS-UAV, the novice analysts practiced application of the tool by evaluating the MATB-II
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Table 5. GEIs Across Displays and Analyst Expertise
Levels: Mean (SD)

Analog Display Simple Digital Display
Novice 0.81 (0.10) 0.83 (0.09)
Expert 0.76 (0.06) 0.77 (0.08)

interface for a single design indicator (Color). The training for novice analysts lasted approximately
45 min. The training was intended to familiarize the novices with the process of applying the tool.
A full evaluation of the MATB-II was not permitted so that the novices had limited prior knowledge
of the specific interface design guidelines or functions of a UAV control interface. The objective
here was to assess the potential importance of human factors expertise in application of the tool.
Both groups were required to manually record their evaluation of the MP interface on a print-out
of the M-GEDIS-UAV indicator spreadsheets, which were subsequently transcribed into digital
format by a researcher.

4.1.2 Evaluation Procedure. This evaluation involved the digital and analog versions of the MP
interface. To ensure consistent exposure to interface dynamics, each analyst was shown two videos
of an operator using the MP interface to perform a set of generic UAV control operations. The first
video was a simulated semi-autonomous mission with the UAV following a simple flightpath. At
specified times and vehicle locations, the operator was instructed to enter new waypoints or com-
mands into the GCS or to modify existing waypoint specifications. Throughout the mission, the
operator was expected to monitor the UAV’s speed, altitude, and other secondary parameters. The
second video also presented interface alarms caused by operator errors in control and showed ac-
tions of acknowledging alarms. The analysts were provided with a description of the UAV control
tasks presented in the videos but there were no narrative or verbal protocols as part of the record-
ings. The operations in the videos were based on responsibilities of a UAV pilot, specifically to:
(1) control and monitor the location and flight path of the aircraft; and (2) recognize and respond
to off-nominal conditions. The scenarios were reviewed by an Army officer with extensive ex-
perience in UAV operations to ensure that they were representative of real-world situations. The
interface evaluation took approximate 2 hours for expert analysts and 2.5 hours for novice analysts.

Since the system information display only represents a small portion of the interface, we ex-
pected the display manipulation (i.e., digital or analog format) to only impact a few interface de-
sign indicators. Based on their familiarity with the M-GEDIS-UAV and the interface features, the
expert analysts identified the impacted indicators to include: “Color,” “Text,” and “Status and De-
vices.” The analysts were required to perform a complete evaluation of the simple digital display
followed by an evaluation of the analog display in terms of the three impacted indicators.

4.1.3 Results and Discussion. The GEIs for the analog and digital displays for the two groups of
analysts are summarized in Table 5. Diagnostics on the GEI scores revealed violations of normality
as a basis for parametric analysis. Therefore, rank transformation was applied to the scores, which
were then submitted to an analysis of variance (ANOVA) to yield a non-parametric test. Expertise
level and interface type were considered as independent variables in the model. Analyst was in-
cluded in the model to account for inter-rater variability, which was nested within expertise level.
Results revealed a statistical significant effect of “expertise level” (F(1, 5) = 8.13, p = 0.034) and
“analyst (expertise level)” (F(4, 5) = 16.61, p = 0.004). Although the digital display produced
slightly higher GEIs than the analog display, the effect of display type was not statistically
significant (F(1, 5) = 2.36, p = 0.185). The lack of sensitivity is likely due to variability in scores
among analysts. Another reason possible reason is that the difference between the digital and
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analog display was limited to numeric vs. round-dial and pointer gauges. This difference only
appeared in one section of the interface (i.e., the auxiliary box) and was not sufficient to impact
the GEI for the entire MP interface.

As in the preliminary assessment of the M-GEDIS-UAV, inter-rater reliability in use of the tool
was analyzed with ICCs calculated on the design indicator scores for both the novice and expert
groups. The novice group’s ICC was 0.204, representing poor reliability according to Portney and
Watkins [32]. The expert group showed moderate reliability (ICC = 0.429 [32]) and a significant
correlation (F(8, 15) = 4.01, p = 0.01) among evaluation results. As an additional point of refer-
ence, an ICC >= 0.7 is considered to be acceptable as a basis for clinical practice [5]. It is possible
that novice analysts were not able to identify as many design guideline violations as experts due to
limited knowledge of the tool and interface. It was also noted that novice analysts produced more
“NA” responses than judgments of “sufficient” or “not met” across all subindicators. On average,
the novice analysts rated “NA” on 150 criteria out of 290 criteria as part of the M-GEDIS-UAV, as
compared to expert “NA” rating for, on average, 111 out of 290 criteria.

Another reason for the relatively low ICC in M-GEDIS-UAV evaluation was found to be primar-
ily attributable to disagreement among analysts in identifying those guidelines applicable to the
target UAV interface. That is, while one analyst assigned a score for some criteria (“sufficient” or
“not met”), another analyst might have considered the same design criteria to be irrelevant to the
system interface. To understand whether the disagreement in applicable guidelines contributed to
the low ICC, a follow-on assessment of the MP interface was conducted. The expert analysts re-
viewed all design criteria together and identified the ones that were relevant to the interface based
on discussion. Subsequently, the expert analysts independently evaluated the interface in terms on
the relevant design criteria. Using this approach, the ICC was found to increase to 0.834, indicating
high reliability. These findings suggest that the low ICC in Experiment 1 was likely due to lim-
ited clarity on which guidelines were applicable to the interface, rather than whether a particular
criterion was satisfied. The findings also suggest that human factors knowledge and familiarity
with an interface are important for an accurate evaluation with the M-GEDIS-UAV. Some analyst
training and collaboration may be necessary to ensure reliable interface evaluations.

4.2 Experiment 2: Further Assessment of Sensitivity of Modified GEDIS-UAV

The lack of sensitivity to the interface feature manipulation in Experiment 1 motivated further
assessment of tool sensitivity for quantifying differences among interfaces. We introduced an ad-
ditional “massive” UAV system information display into the experiment design. The “massive”
display is another system information display alternative as part of the original MP interface. It
presents a status of all system parameters in alphanumeric text (see Figure 5).

4.2.1 Interface Analysts and Evaluation Procedure. Due to higher inter-rater reliability among
the expert analyst group in Experiment 1 results, only experts were used to evaluate the additional
MP interface variation. As in Experiment 1, videos of the interface being used for the same two
scenarios (mission control and alarm resolution) were presented to the experts. Based on the expert
analysts’ familiarity with the M-GEDIS-UAV and the interface features, it was determined that
the massive data display manipulation would only impact five design indicator scores, including:
Display Layout (DL), Information Presentation (IP), Color (C), Text (T), and Status and Devices
(SD). Consequently, only these five indicators were re-evaluated by the expert analysts. The GEI
for the massive data display was calculated using the five re-evaluated indicator scores and the
other four original indicator scores. Subsequently, the GEIs for the massive data display were
compared with the GEIs for the digital and analog display variations. It was expected that the
massive data display would produce a significantly lower GEI than the other two interfaces due to
further deviations of the design from M-GEDIS-UAV criteria.
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Fig. 5. Massive Data Display (within the auxiliary box of MP interface).

Table 6. Evaluation Results Based on M-GEDIS-UAV

GEI Mean (SD) Tukey’s HSD Grouping
Simple Digital Display 0.77 (0.08) A

Analog Display 0.76 (0.06) A
Massive Display 0.71 (0.07) B

4.2.2 Results and Discussion. The aggregate GEIs for the three interface types are presented in
Table 6. Due to normality violations for parametric testing, ranks of GEIs among analysts were
submitted to the ANOVA procedure to yield a nonparametric test. Interface type was the only
independent variable. Analyst served as a blocking factor in the statistical model.

Results revealed a highly significant effect of interface type (F(2, 4) = 21.50, p = 0.007) on the
M-GEDIS-UAV scores. Tukey’s HSD procedure was used for pairwise comparisons of the three
interfaces. As shown in Table 5, treatment groups connected by the same letter are not significantly
different. Results revealed the analog and simple digital display to produce significantly higher
GEIs than the massive data display. The results demonstrated sensitivity of the M-GEDIS-UAV to
interface manipulations.

To identify which of the five re-evaluated design indicators was most sensitive to the UAV con-
trol interface manipulation, a nonparametric ANOVA procedure was applied to each indicator
score to test the significance of the display type manipulation. It was found that the “Text” indica-
tor was significantly affected by the massive data display (F(2, 4) = 8.57, p = 0.036). A “hold-out”
procedure was subsequently applied to the GEI calculation in which the “Text” indicator score was
removed from the averaging of design indicator scores as part of the GEI. With this procedure, if
the “display type” effect proved to be insignificant when the “Text” indicator was held out, then
the result would indicate that the “Text” indicator was a major predictor of differences in the GEI
scores for the interface variation. However, the “display type” effect remained highly significant
(F(2, 4) = 31, p = 0.004), indicating that the “Text” was not the only predictor of the GEI score
differences. Consequently, we applied the “hold-out” procedure to all possible combinations of the
five re-evaluated design indicators for generating GEI scores. Results of this additional analysis re-
vealed that the combination of all re-evaluated indicators was statistically important to sensitivity
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Table 7. Evaluation Results Based on Original GEDIS-UAV

GEI Mean (SD)
Raw Scaled

Simple Digital Display 3.05 (0.80) 0.61 (0.16)
Analog Display 3.15 (0.70) 0.63 (0.14)

Massive Data Display 2.25 (0.70) 0.45 (0.14)

of the M-GEDIS-UAV to display manipulations; the display type manipulation was not significant
in GEIs in the absence of the re-evaluated indicators (F(2, 4) = 1, p = 0.444). Among all combi-
nations of design indicators held-out from the GEI calculation, the subset of IP, T, SD accounted
for the greatest degree of index variability. The display type manipulation was highly insignificant
in GEIs absent of the identified indicators (F(2, 4) = 0.538, p = 0.621). When each indicator was
held-out separately from the analysis, the SD appeared to be the primary driver in significance of
the display type manipulation in the GEIs. The removal of the SD score from the GEI led to an
insignificant ANOVA result for display type (F(2, 4) = 6.5, p = 0.055).

In summary, the additional sensitivity analysis indicated that changes in the M-GEDIS-UAV
GEI score were driven by evaluation of multiple design indicators. In this case, the SD indicator
appeared to be most sensitive to the manipulation as design variation focused on the style of
system information presentation. It is important to note that the “Text" design indicator was also
significantly influenced by display type. However, when included in the overall GEI calculation,
this criterion appeared to be less important than the status and device display criteria. Although
the original GEDIS-UAV GEIs showed a lower value for the massive data display, compared with
the digital and analog displays, the difference was not significant.

4.3 Comparison Between Original and Modified GEDIS-UAV

4.3.1 Interface Analysts and Evaluation Procedure. To identify any improvements in interface
evaluation with the M-GEDIS-UAV vs. the original GEDIS-UAV tool, we recruited a convenience
sample of another three human factors experts to perform the same evaluation with the original
tool. Similarly, all the analysts in this group completed at least two years of human-factors-related
coursework, which allows them to understand the usability concepts presented in the original
GEDIS-UAV. To avoid potential bias, the authors did not participate in the evaluation with the
original GEDIS-UAV. The tool description and an example application of the GEDIS-UAV, as doc-
umented in the original publication [21], were used as training material for the analysts.

4.3.2 Results and Discussion. MP interface evaluation results based on the original GEDIS-UAV
are presented in Table 7. Since the original GEDIS-UAV scores range from 0 to 5, they were re-
scaled to 0-1 to allow for comparison with M-GEDIS-UAV scores. A Spearman ranks correlation
analysis was performed to identify any association between scores from the original and modified
GEDIS-UAV tools. However, results did not reveal a significant correlation (ρ = −0.03, p = 0.949)
between the responses, suggesting the two tools provided different evaluations. Subsequently,
sensitivity and inter-rater reliability for the original GEDIS-UAV scores were compared with M-
GEDIS-UAV results. Non-parametric analysis revealed no significant effect of interface type on
the original GEDIS-UAV scores (F(2, 4) = 4.5, p = 0.095), suggesting a lack of sensitivity to in-
terface manipulations. Regarding inter-rater reliability, the original GEDIS-UAV indicator scores
for the simple digital interface were used for ICC calculation. Results revealed low inter-rater reli-
ability (ICC = 0.235) and an insignificant correlation (F(9, 15.6) = 2.47, p = 0.06) among human
factors expert scores. These findings suggest that the M-GEDIS-UAV presented improvement in
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terms of sensitivity to interface manipulation and inter-rater reliability, as compared to the original
GEDIS-UAV.

5 CONCLUSIONS

5.1 Summary

Supervisory control interfaces are necessary for UAV safe operation and optimal system perfor-
mance. Interface evaluation tools can help identify design deviations from principles and guide-
lines early in the design process and provide means for interface improvement to ultimately pre-
vent damage or loss of vehicles. In this study, we reviewed existing evaluation tools for UAV super-
visory control interfaces and identified some issues with various methods. Using the GEDIS-UAV
evaluation tool as a basis [21], we developed the M-GEDIS-UAV with enhanced design criteria
content and organization as well as a revised interface scoring approach.

The new tool provides a number of improvements over the original GEDIS-UAV. First, the design
indicators provide a framework for understanding and assessing UAV interfaces. This approach
ensures that the interface evaluation follows a systematic procedure and does not overlook any
major aspects of design. Moreover, the sub-indicators represent a comprehensive set of usabil-
ity principles and functionality features and characteristics. All evaluation criteria are supported
by literature and provide direct guidance on interface redesign. Although some human factors
training is required for understanding the sub-indicator criteria, the comprehensive list reduces
the workload of an analyst by eliminating the need to look-up references. Another improvement is
that the M-GEDIS-UAV minimizes subjectivity in interface evaluations. By comparing an interface
with concrete design guidelines and determining the degree of conformance, there is a reduction
in response biases [11] that are common in traditional rating-based approaches. Last but not least,
the M-GEDIS-UAV can be applied across UAV interfaces providing different functionality. When
dealing with less complicated UAV interfaces, the analyst can easily adjust the tool by excluding
non-applicable sub-indicators from the evaluation. Similar to the original tool, the M-GEDIS-UAV
allows the calculation of an evaluation score. This allows quantitative comparison among various
interfaces. With additional research, it is also possible to determine a score recommendation for
UAV interface design.

The M-GEDIS-UAV was applied to several interfaces to assess validity and sensitivity for inter-
face evaluation. In general, the tool produced consistent scoring outcomes for a specific interface
design across multiple expert analysts. Novice analysts demonstrated relatively lower consistency
in scoring and would likely benefit from additional training on the method, as well as a target
interface, for reliable outcomes. Additionally, identification of relevant design criteria for an inter-
face evaluation should be based on expert group discussion to ensure reliability in tool outcomes
across experts. The tool also proved sensitive to interface design variations involving changes in
multiple design indicators/features including style and information presentation.

5.2 Limitations and Future Work

There are a couple of limitations associated with the present study. Although the main objective of
this research was to develop the M-GEDIS-UAV tool for assisting UAV control interface designers,
in the tool validation, only a small number of analysts applied the method to different interfaces.
A larger sample of analysts could benefit the investigation in terms of inter-rater reliability and
gathering thorough feedback on tool application. In terms of analyst training, future research
should identify eligibility of analysts and investigate appropriate training for novices. Providing
detailed explanation of terminology used as part of criteria might also be beneficial to guide novice
analysts in understanding design guidelines. Moreover, the tool has only been fully applied to one
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UAV control interface. Additional application testing and feedback analysis should be conducted
to further generalize the utility of the M-GEDIS-UAV. Furthermore, future study should further
assess the utility of M-GEDIS-UAV outcomes (GEIs and indicator scores) for predicting UAV
operator performance and cognitive workload in UAV operations. Scatterplots on GEIs and per-
formance measures could reveal “knee-points” in operator performance (i.e., significant decreases
or increases) in association with certain levels of GEI. These knee-points could ultimately be iden-
tified as criteria for determining whether interface designs are “acceptable.” Such criteria could be
helpful for supporting the UAV control interface design industry. Currently, full evaluations with
the M-GEDIS-UAV can last 2 hours for an expert analyst. The identification of relevant design cri-
teria for interface evaluation may take an additional 1–2 hours. To further simplify the tool, future
research could identify critical design criteria within each indicator that serve as “Go” or “No-Go”
criteria in the conceptual or detailed phases of a design process. That is, an interface must at least
comply with such critical criteria; otherwise, redesign of the interface would be mandatory. A
hierarchical collection of design criteria could be used to identify for an analyst the most impor-
tant interface elements for re-design and might reduce evaluation time. Finally, in this study, we
demonstrated the M-GEDIS-UAV as a “reactive” tool for assessing existing UAV interface designs
and identifying issues. However, the tool may also be applied proactively through application to
early (“paper-and-pencil”) interface prototypes, as a basis for guiding a design process.
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